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Today’s Objectives

• Review of convex optimization

Disclaimer: Material used: 

• Convex Optimization – S. Boyd and L. Vandenberghe
http://web.stanford.edu/~boyd/cvxbook/

• Matrix Calculus - Po-Chen Wu
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Matrix calculus

• The derivative of 𝐲 =

𝑦1
𝑦2
⋮
𝑦𝑚

, by 𝑥 is written as:

• The derivative of y by 𝐱 =

𝑥1
𝑥2
⋮
𝑥𝑛

is written as:
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𝜕𝐲

𝜕x
≝

𝜕𝑦1
𝜕𝑥
𝜕𝑦2
𝜕𝑥
⋮

𝜕𝑦𝑚
𝜕𝑥

𝜕y

𝜕𝐱
≝

𝜕𝑦

𝜕𝑥1

𝜕𝑦

𝜕𝑥2
⋯

𝜕𝑦

𝜕𝑥𝑛



Matrix calculus

• The derivative of 𝐲 =

𝑦1
𝑦2
⋮
𝑦𝑚

with respect to 𝐱 =

𝑥1
𝑥2
⋮
𝑥𝑛

:

𝜕𝐲

𝜕𝐱
≝

𝜕𝑦1
𝜕𝑥1

𝜕𝑦1
𝜕𝑥2

𝜕𝑦2
𝜕𝑥1

𝜕𝑦2
𝜕𝑥2

⋯

𝜕𝑦1
𝜕𝑥𝑛
𝜕𝑦2
𝜕𝑥𝑛

⋮ ⋱ ⋮
𝜕𝑦𝑚
𝜕𝑥1

𝜕𝑦𝑚
𝜕𝑥2

⋯
𝜕𝑦𝑚
𝜕𝑥𝑛

• Also known as the Jacobian matrix
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Example

• Given 𝐲 =
𝑦1
𝑦2

, 𝐱 =

𝑥1
𝑥2
𝑥3

, and 𝑦1 = 𝑥1
2 − 2𝑥2, 𝑦2 = 𝑥3

2 − 4𝑥2, 

the Jacobian matrix 
𝜕𝐲

𝜕𝐱
is:

𝜕𝐲

𝜕𝐱
=

𝜕𝑦1
𝜕𝑥1

𝜕𝑦1
𝜕𝑥2

𝜕𝑦1
𝜕𝑥3

𝜕𝑦2
𝜕𝑥1

𝜕𝑦2
𝜕𝑥2

𝜕𝑦2
𝜕𝑥3

=
2𝑥1 −2 0
0 −4 2𝑥3
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• The derivative of a matrix function 𝐘 by a scalar 𝑥 is known 
as the tangent matrix and is given by

𝜕𝐘

𝜕𝑥
≝

𝜕𝑌11
𝜕𝑥

𝜕𝑌12
𝜕𝑥

𝜕𝑌21
𝜕𝑥

𝜕𝑌22
𝜕𝑥

⋯

𝜕𝑌1𝑛
𝜕𝑥
𝜕𝑌2𝑛
𝜕𝑥

⋮ ⋱ ⋮
𝜕𝑌𝑚1

𝜕𝑥

𝜕𝑌𝑚2

𝜕𝑥
⋯

𝜕𝑌𝑚𝑛

𝜕𝑥
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• The derivative of a scalar 𝑦 function by a matrix 𝐗 is known 
as the gradient matrix and is given by

𝜕𝑦

𝜕𝐗
≝

𝜕𝑦

𝜕𝑋11

𝜕𝑦

𝜕𝑋21

𝜕𝑦

𝜕𝑋12

𝜕𝑦

𝜕𝑋22

⋯

𝜕𝑦

𝜕𝑋𝑚1

𝜕𝑦

𝜕𝑋𝑚2

⋮ ⋱ ⋮
𝜕𝑦

𝜕𝑋1𝑛

𝜕𝑦

𝜕𝑋2𝑛
⋯

𝜕𝑦

𝜕𝑋𝑚𝑛
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List of Differentiation
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Scalar 𝑦 Vector 𝐲 (size 𝑚) Matrix 𝐘 (size 𝑚 × 𝑛)

Notatio
n

Type Notation Type Notation Type

Scalar 𝑥
𝜕𝑦

𝜕𝑥
scalar

𝜕𝐲

𝜕𝑥

size-𝑚
column 
vector

𝜕𝐘

𝜕𝑥

𝑚 × 𝑛
matrix

Vector 𝐱
(size 𝑛)

𝜕𝑦

𝜕𝐱

size-𝑛
row vector

𝜕𝐲

𝜕𝐱

𝑚 × 𝑛
matrix

𝜕𝐘

𝜕𝐱
−

Matrix 𝐗
(size 𝑝 × 𝑞)

𝜕𝑦

𝜕𝐗

𝑞 × 𝑝
matrix

𝜕𝐲

𝜕𝐗
−

𝜕𝐘

𝜕𝐗
−



Derivative Formulas

Hint: Derive 𝐱
• If you have to differentiate 𝐱𝑇, transpose the rest.
• If you have two 𝐱-terms, differentiate them separately in 

turn and then sum up the two derivatives.
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𝐲
𝜕𝐲

𝜕𝐱

𝐀𝐱 𝐀

𝐱𝑇𝐀 𝐀𝑇

𝐱𝑇𝐱 2𝐱𝑇

𝐱𝑇𝐀𝐱 𝐱𝑇𝐀 + 𝐱𝑇𝐀𝑇



Chain rule

• Let 𝐱 =

𝑥1
𝑥2
⋮
𝑥𝑛

, 𝐲 =

𝑦1
𝑦2
⋮
𝑦𝑚

, and 𝐳 =

𝑧1
𝑧2
⋮
𝑧𝑟

, where 𝐳 is a function of 𝐲, which 

is in turn a function of 𝐱. Then

𝜕𝐳

𝜕𝐱
≝

𝜕𝑧1
𝜕𝑥1

𝜕𝑧1
𝜕𝑥2

𝜕𝑧2
𝜕𝑥1

𝜕𝑧2
𝜕𝑥2

⋯

𝜕𝑧1
𝜕𝑥𝑛
𝜕𝑧2
𝜕𝑥𝑛

⋮ ⋱ ⋮
𝜕𝑧𝑟
𝜕𝑥1

𝜕𝑧𝑟
𝜕𝑥2

⋯
𝜕𝑧𝑟
𝜕𝑥𝑛

,

where
𝜕𝑧𝑖
𝜕𝑥𝑗

=  

𝑘=1

𝑚
𝜕𝑧𝑖
𝜕𝑦𝑘

𝜕𝑦𝑘
𝜕𝑥𝑗

 
𝑖 = 1,2,⋯ , 𝑟
𝑗 = 1,2,⋯ , 𝑛
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Chain rule

•
𝜕𝐳

𝜕𝐱
=

 
𝜕𝑧1

𝜕𝑦𝑘

𝜕𝑦𝑘

𝜕𝑥1
 

𝜕𝑧1

𝜕𝑦𝑘

𝜕𝑦𝑘

𝜕𝑥2

 
𝜕𝑧2

𝜕𝑦𝑘

𝜕𝑦𝑘

𝜕𝑥1
 

𝜕𝑧2

𝜕𝑦𝑘

𝜕𝑦𝑘

𝜕𝑥2

⋯
 

𝜕𝑧1

𝜕𝑦𝑘

𝜕𝑦𝑘

𝜕𝑥𝑛

 
𝜕𝑧2

𝜕𝑦𝑘

𝜕𝑦𝑘

𝜕𝑥𝑛

⋮ ⋱ ⋮

 
𝜕𝑧𝑟

𝜕𝑦𝑘

𝜕𝑦𝑘

𝜕𝑥1
 

𝜕𝑧𝑟

𝜕𝑦𝑘

𝜕𝑦𝑘

𝜕𝑥2
⋯  

𝜕𝑧𝑟

𝜕𝑦𝑘

𝜕𝑦𝑘

𝜕𝑥𝑛

=

𝜕𝑧1

𝜕𝑦1

𝜕𝑧1

𝜕𝑦2
𝜕𝑧2

𝜕𝑦1

𝜕𝑧2

𝜕𝑦2

⋯

𝜕𝑧1

𝜕𝑦𝑚
𝜕𝑧2

𝜕𝑦𝑚

⋮ ⋱ ⋮
𝜕𝑧𝑟

𝜕𝑦1

𝜕𝑧𝑟

𝜕𝑦2
⋯

𝜕𝑧𝑟

𝜕𝑦𝑚

𝜕𝑦1

𝜕𝑥1

𝜕𝑦1

𝜕𝑥2
𝜕𝑦2

𝜕𝑥1

𝜕𝑦2

𝜕𝑥2

⋯

𝜕𝑦1

𝜕𝑥𝑛
𝜕𝑦2

𝜕𝑥𝑛

⋮ ⋱ ⋮
𝜕𝑦𝑚

𝜕𝑥1

𝜕𝑦𝑚

𝜕𝑥2
⋯

𝜕𝑦𝑚

𝜕𝑥𝑛

=
𝜕𝐳

𝜕𝒚

𝜕𝐲

𝜕𝐱
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The Matrix Differential

• For a scalar function 𝑓(𝐱), where 𝐱 is an 𝑛-vector, the 
ordinary differential of multivariate calculus is defined as

𝑑𝑓 =  

𝑖=1

𝑛
𝜕𝑓

𝜕𝑥𝑖
𝑑𝑥𝑖

• In harmony with this formula, we define the differential of 
an 𝑚 × 𝑛 matrix 𝐗 = [𝑋𝑖𝑗] to be

𝑑𝐗 ≝

𝑑𝑋11 𝑑𝑋12
𝑑𝑋21 𝑑𝑋22

⋯
𝑑𝑋1𝑛
𝑑𝑋2𝑛

⋮ ⋱ ⋮
𝑑𝑋𝑚1 𝑑𝑋𝑚2 ⋯ 𝑑𝑋𝑚𝑛
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The Matrix Differential

• This definition complies with the multiplicative and 
associative rules

𝑑 𝛼𝐗 = 𝛼𝑑𝐗 𝑑 𝐗 + 𝐘 = 𝑑𝐗 + 𝑑𝐘

• If 𝐗 and 𝐘 are product-conforming matrices, it can be 
verified that the differential of their product is

𝑑 𝐗𝐘 = 𝑑𝐗 𝐘 + 𝐗 𝑑𝐘
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Hessian matrix

• Let 𝑓:ℝ𝑛 →ℝ and assume all second partial derivative exist in the 
domain

• The Hessian matrix 𝐇 ∈ ℝ𝑛×𝑛 is defined as 
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Mathematical optimization
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Solving optimization problems
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Least squares
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Linear programming
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Convex optimization problems
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Nonlinear optimization
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History of convex optimization
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Affine set
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Convex sets
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Examples
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Examples
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Polyhedra
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Convex combination and convex hull
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Examples
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Convex functions
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Examples on Rn and Rm×n
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=< 𝑨,𝑿 > +𝒃



Examples
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First order convexity conditions
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First order convexity conditions
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Second order convexity conditions
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Examples
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Properties of Convex functions
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Some Commonly Used Convex Functions
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Convex Optimization Problems
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A set T of real numbers (red and green circles), a 

subset S of T (green circles), and the infimum of S. 

Note that for finite, totally ordered sets the infimum and 
the minimum are equal.

https://en.wikipedia.org/wiki/Minimum


Optimal and locally optimal points
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Feasibility problem
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Convex optimization problem
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Lagrangian
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Lagrange dual function
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Karush-Kuhn-Tucker (KKT) conditions
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